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ABSTRACT

We consider the problem of uniformly sampling proper 3-colourings of an m × n rect-
angular region of Z

2. We show that the single-site “Glauber-dynamics” Markov chain is
rapidly mixing. Our result complements an earlier result of Luby, Randall and Sinclair,
which demonstrates rapid mixing when there is a fixed boundary (whose colour cannot be
changed). c© John Wiley & Sons, Inc.

1. INTRODUCTION

A proper k-colouring of a graph G is a labeling of the vertices with elements from
{1, . . . , k} such that neighbouring vertices are assigned different colours. Often,
Markov chain simulation is used to sample proper colourings. A natural chain
is the Glauber-dynamics Markov chain, whose state space is the set of all proper
colourings. To move from one colouring to another, the chain selects a vertex x
and a colour c uniformly at random. The vertex x is re-coloured with c if and only
if this results in a proper colouring. Provided that k ≥ ∆ + 2, where ∆ is the
maximum degree of the graph, the set of proper colourings is connected and this
Markov chain converges to the uniform distribution over all proper colourings of G.

Much effort has gone into determining how many steps of the chain are necessary
before it is “close to” the uniform distribution. Using a Markov chain for sampling
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is generally only useful if it is rapidly mixing, i.e., when the expected number of
steps needed to get within ε of the stationary distribution is bounded above by a
polynomial in n and log ε−1, where n is a measure of the size of each configuration.

Jerrum [9], and, independently, Salas and Sokal [16] proved Glauber dynamics
mixes rapidly on any graph provided the number of available colours is at least 2∆.
Vigoda [17] demonstrated rapid mixing for an arbitrary graph provided there are
at least 11

6 ∆ colours. This argument was somewhat indirect as a chain that allowed
small clusters to be recoloured was examined first, then the comparison method of
Diaconis and Saloff-Coste [5] was used to infer rapid mixing of the Glauber chain.

For more specialized cases, Bubley, Dyer and Greenhill [4] gave a proof of rapid
mixing in the case of 5-colouring graphs with maximum degree 3. Their method
relied on the method of path coupling, using a computer to solve a large number of
linear programming problems (in particular, transportation problems) to establish
the necessary couplings. The method was also extended to 7-colourings of triangle-
free 4-regular graphs. To date, there is no known “proof by hand” of these results
(and none seems forthcoming, due to the number of linear constraints necessary to
find the required couplings).

Graph colourings have arisen as configurations in several models from statistical
physics. Proper graph colourings, for example, correspond to configurations in the
so-called anti-ferromagnetic Potts model at zero temperature. The Potts model is
a generalization of the Ising model, in which (proper and non-proper) 2-colourings
of graphs are used to model and examine properties of magnetic materials. There
is a correspondence between proper 3-colourings of regions of Z

2 and configurations
in the “6-vertex ice model,” one of the many models of the structure of water when
it freezes [2]. More generally, there is a bijection between proper 3-colourings of
certain 4-regular graphs and Eulerian orientations of such graphs, where an Eulerian
orientation is an assignment of directions to the edges so that there are the same
number of incoming and outgoing edges at each vertex.

Mihail and Winkler [13] gave a polynomial-time algorithm for sampling Eulerian
orientations. Their algorithm is based on a reduction to sampling perfect matchings.
It allows one to sample 3-colourings of any 4-regular graph. The method can also
be extended to graphs such as rectangular regions of Z

2.
In this paper, we are concerned with a particular algorithm, namely Glauber

dynamics, which is often used to sample colourings. Luby, Randall, and Sinclair [10]
showed that Glauber dynamics is rapidly mixing when the graph is a rectangular
region in Z

2 with the restriction that the colours of the vertices on the boundary of
the region are fixed and cannot be altered. Their proof uses the bijection between
3-colourings and Eulerian orientations. The boundary has the effect of fixing the
direction of certain edges in the orientation.

They first considered a different Markov chain for sampling proper colourings of
their graph. The Markov chain is similar to the single-site Glauber-dynamics chain,
but it contains extra moves which recolour a linear sequence of vertices in one step
(see Section 5 for details). They used coupling to show that their chain is rapidly
mixing. Randall and Tetali [15] later applied the comparison method of Diaconis
and Saloff-Coste [5] to prove that Glauber dynamics is also rapidly mixing.

Luby et al. left open the question of whether Glauber dynamics is rapidly mixing
in the absence of the fixed boundary. The free-boundary problem was considered
by Madras and Randall [11] as a possible application of their new decomposition
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method, but the application contained an error [12]. In [12] they stated that the
free-boundary problem was still open.

In this paper, we show that the Glauber-dynamics Markov chain is rapidly mixing
in the free boundary case. Like Luby et al., we first analyse a variant of the Glauber-
dynamics chain with additional moves. We use the path-coupling method of Bubley
and Dyer [3] to show that our variant is mixing. Finally, like Randall and Tetali,
we use comparison to show that the original chain (that uses only transitions of
Glauber dynamics) is rapidly mixing.

The paper is outlined as follows: In Section 2 we define the notation that we
use for Markov chains and 3-colourings. Section 3 contains a description of the
Glauber-dynamics Markov chain MGl that is the main interest of this paper. In
Section 4, we review the path-coupling method, define a metric on the set of proper
3-colourings of the region, and describe a geometric method of interpreting this
metric which is useful in our analysis. We feel this section can be of independent
interest, and we found it to be a necessary part of our analysis to demonstrate the
path-coupling result.

Section 5 describes the variant chain that we prove is rapidly mixing, and Sec-
tion 6 contains the details of that path-coupling argument. In particular, Subsec-
tion 6.A defines a coupling under which neighbouring pairs of colourings are likely
to move together. The proof of this fact is relatively straightforward, once the tran-
sition probabilities of the variant chain have been established. The past difficulty
of using path coupling in the free-boundary case may have been due, in large part,
to not being able to discover a good candidate Markov chain. The more interesting
part of the path-coupling argument uses the geometric features of the metric given
in Subsection 4.B. These features are relevant in Subsection 6.B when we prove
that the coupled (variant) Markov chain “moves around” sufficiently easily in the
set Ω×Ω, where Ω is the set of all proper 3-colourings of the region in Z

2. Finally,
Section 7 reviews the comparison method of Diaconis and Saloff-Coste and applies
the method to give a bound on the mixing time of the Glauber-dynamics chain
MGl.

2. DEFINITIONS

Let M be an ergodic Markov chain with a finite state space Ω. Let P be the
transition matrix of M, and let π be its stationary distribution. The mixing time
of M is the time that it takes to converge to π. This is measured in terms of the
distance between the distribution at time t and the stationary distribution. For
x, y ∈ Ω and t ≥ 1, let P t(x, y) denote the t-step probability of going from x to y.
The total variation distance of M at time t is

‖P t, π‖tv = max
x∈Ω

1

2

∑

y∈Ω

|P t(x, y) − π(y)|.

For ε > 0, the mixing time τ(ε) of M is given by

τ(ε) = min{t : ‖P t′ , π‖tv ≤ ε, ∀t′ ≥ t}.
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M is said to be rapidly mixing if its mixing time is bounded above by a polynomial
in n and log ε−1 where n is a measure of the size of each configuration in Ω.

In this work, we focus on induced subgraphs of Z
2 that are rectangular in shape.

In particular, let G be the graph corresponding to an m× n grid. Dyer, Goldberg,
and Jerrum [7] have recently examined the special case when m = 1 (where the
graph G is a path on n vertices). In this case, they show that the Glauber-dynamics
Markov chain (as defined in the next section) mixes in time Θ(n3 log n log(ε−1)) by
providing upper and lower bounds on the mixing time that differ by a constant
factor.

With the above result in mind, we will assume without loss of generality that
2 ≤ m ≤ n (if this does not hold, then it can be achieved by rotating the figure by
90o).

The vertex set of G is V = {vi,j | i ∈ [1, m], j ∈ [1, n]}. The edge set of G is

E =
⋃

i∈[1,m],j∈[1,n−1]

{(vi,j , vi,j+1)} ∪
⋃

i∈[1,m−1],j∈[1,n]

{(vi,j , vi+1,j)}.

We will consider proper 3-colourings of G using colours 0, 1 and 2. That is, we
will consider 3-colourings in which adjacent vertices do not receive the same colour.
Let Ω be the set of all proper 3-colourings of G. It is clear that Ω is non-empty, as
G is a bipartite graph so we can in fact colour it using just two colours.

For ease of visualizing elements of Ω, we will draw each colouring as an m × n
rectangle divided into squares of unit area. The vertex vi,j corresponds to the
square in row i and column j, and this is labelled with one of the three colours
from the set {0, 1, 2}. Row 1 is the top row and column 1 is the leftmost column.
See Figure 1.
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Fig. 1. A proper 3–colouring of a 6× 6 region of Z
2.

3. GLAUBER DYNAMICS

Let Ω be the set of all proper 3-colourings of G, as defined in Section 2. The
Glauber-dynamics Markov chain, which we will denote MGl, has state space Ω.
To move from one colouring to another, this chain selects a vertex x and a colour c
uniformly at random. The vertex x is re-coloured with c if and only if this results
in a proper colouring.

In what follows, we use notation like “t ∈u T ” to mean that t is chosen uniformly
at random from the set T . Formally, the Glauber chain iterates these steps:
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One step of the Markov chain MGl:

1. Pick x ∈u V (G) and c ∈u {0, 1, 2}.

2. If x has no neighbours coloured c, then obtain σ′ from σ by recolouring x
with c.

3. Otherwise (if x has at least one neighbour coloured c), set σ′ = σ.

Let PGl denote the transition matrix of MGl. From the description of MGl,
we deduce that

PGl(σ1, σ2) =





1
3mn

if σ1, σ2 differ on a single vertex,
0 if σ1, σ2 differ on two or more vertices, and

1 −
∑

z 6=σ1
PGl(σ1, z) if σ1 = σ2.

Note that for every σ we have PGl(σ, σ) ≥ 1/3. This, together with Lemma 4.4
below (which shows that MGl is irreducible), implies that MGl is ergodic. Since
PGl is symmetric, the chain MGl is reversible, and the stationary distribution π
is uniform. We can now state our main theorem:

Theorem 3.1. The Markov chain MGl is rapidly mixing. In particular, the
mixing time τMGl

(ε) of MGl satisfies

τMGl
(ε) ∈ O

(
m4n9 log(ε−1)

)
.

More details about the constants involved in our bound for τMGl
(ε) are given

in the proof.

4. PATH COUPLING AND A METRIC ON COLOURINGS

We will use the path-coupling method of Bubley and Dyer [3] to analyse a variant
of the Markov chain MGl. We start with a brief introduction to this method.

A. Path coupling

Coupling is a popular method for analysing mixing times of Markov chains. A
(Markovian) coupling for a Markov chain M with state space Ω is a stochastic
process (Xt, Yt) on Ω×Ω such that each of (Xt) and (Yt), considered marginally, is
a faithful copy of M. The coupling lemma (see, for example, Aldous [1]) states that
the total variation distance of M at time t is bounded above by Pr(Xt 6= Yt). The
path-coupling method, introduced in [3], is a powerful method for finding couplings.
The idea is that one can find a coupling on a subset S of Ω × Ω and extend this
to a coupling on Ω × Ω. The following theorem, adapted from [8], summarizes the
path-coupling method.

Theorem 4.1. [3, 8] Let S be a relation S ⊆ Ω2 such that S has transitive
closure Ω2. Let φ : S → N be a “proximity function” defined on pairs in S. We use
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φ to define a function Φ on Ω2 as follows: For each pair (ω, ω′) ∈ Ω2, let

Φ(ω, ω′) = min
ω0,...,ωk

k−1∑

i=0

φ(ωi, ωi+1),

where the minimum is over all paths ω = ω0, . . . , ωk = ω′ such that, for all i ∈
[0, k − 1], (ωi, ωi+1) ∈ S. Now suppose (Xt, Yt) is a coupling for M defined over
all pairs in S. Suppose that for all (σ1, σ2) ∈ S, we have

E [Φ(Xt+1, Yt+1) | (Xt, Yt) = (σ1, σ2)] ≤ βΦ(σ1, σ2),

where β ≤ 1. Let D be the maximum value that Φ achieves on Ω2 and suppose that
there exists α > 0 such that for all (σ1, σ2) ∈ Ω2,(σ1 6= σ2),

Pr(Φ(Xt+1, Yt+1) 6= Φ(σ1, σ2) | (Xt, Yt) = (σ1, σ2)) ≥ α.

Then τ(ε) ≤ ⌈eD2/α⌉⌈log(ε−1)⌉. (A better bound is also given for the case β < 1,
but we will not use that result here.)

B. A metric on colourings

In our application of path coupling, the state space Ω will be the set of proper
3-colourings of G as defined in Section 2. S will be the set of edges in the Markov
kernel of MGl. That is, S = {(σ1, σ2) ∈ Ω2 | σ1 6= σ2 and PGl(σ1, σ2) > 0}.
Equivalently, S is the set of pairs (σ1, σ2) which differ on the colour of a single
vertex.

We show in Lemma 4.4 below that the transitive closure of S is Ω2. We define
the proximity function φ as follows: For all (σ1, σ2) ∈ S, φ(σ1, σ2) = 1. Following
Theorem 4.1, we define the function Φ on Ω2 as follows. For each pair (σ1, σ2) ∈ Ω2,
let

Φ(σ1, σ2) = min
ω0,...,ωk

k−1∑

i=0

φ(ωi, ωi+1) = min
ω0,...,ωk

k,

where the minimum is over all paths σ1 = ω0, . . . , ωk = σ2 such that, for all i ∈
[0, k − 1], (ωi, ωi+1) ∈ S. Thus Φ(σ1, σ2) is the minimum number of steps of MGl
needed to get from σ1 to σ2.

In Lemma 4.6 we show that the maximum value D that Φ achieves on Ω2 is in
O(mn2). We can prove Lemmas 4.4 and 4.6 below without studying the geometric
structure of Φ. Nevertheless, we need to establish some properties of Φ in order
to determine the bound α when we apply Theorem 4.1. Thus, we introduce this
structure now.

Recall that the m × n grid G is a bipartite graph. Let b be a function from
the vertex set V (G) to {0, 1} which records parity: If the edge-distance from a
vertex w to v1,1 is even, then b(w) = 0. Otherwise, b(w) = 1. Every 3-colouring
σ ∈ Ω is a function from the vertex set V (G) to {0, 1, 2}. A height function [2, 10]
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h corresponding to a proper colouring σ is a function h : V (G) → Z satisfying the
following properties1:

1. For every vertex v ∈ V (G), h(v) ≡ b(v) (mod 2).

2. For every vertex v ∈ V (G), h(v) ≡ σ(v) (mod 3).

3. For every pair of adjacent vertices v and w of G, |h(v) − h(w)| = 1.

0 0

0 0

0

0 0

0 0 0

0 0

1 1

1 1

1 1

1 1

1 1

1 1

2 2

2 2

2 2 2

2 2

2

2 2 2 3 4 3 2 1

3 4 3 4 3 2

4 3 2 3 2 1

5 4 3 2 1 2

4 3 2 1 2 3

5 4 3 2 3 4

Fig. 2. The colouring from Figure 1 and one of its corresponding height functions.

It is well known and easy to check that every proper colouring σ has one height
function corresponding to each value of h(v1,1) satisfying Properties 1 and 2. See [2,
10] for more details. For an example, see Figure 2, where the colouring from Figure 1
is reproduced and is shown with one of its possible related height functions. The
rules that define height functions imply that, given a pair of height functions h, h′

for the same colouring σ, it is possible to obtain h′ by (simultaneously) adding or
subtracting a multiple of six from all the values of h.

Let H(σ) denote the set of height functions corresponding to colouring σ. The
distance between two height functions, h1 and h2, is given by

d(h1, h2) =
∑

v∈V (G)

|h1(v) − h2(v)|.

We define a relation SH on the set of all pairs of height functions. The pair (h1, h2)
is in SH if and only if h1 can be transformed into h2 by applying one of of two
basic height transformations. Intuitively, a height transformation either takes a
local maximum of one height function, and pushes it down by two, or it takes a
local minimum and pushes it up by two. Formally, the height transformations are
defined as follows

1. Suppose that h1(v) is a local maximum in the sense that for all neighbours w
of v, h1(v) > h1(w). Transform h1 into h2, which is defined to be the same
as h1 except that h2(v) = h1(v) − 2.

2. Suppose that h1(v) is a local minimum in the sense that for all neighbours w
of v, h1(v) < h1(w). Transform h1 into h2, which is defined to be the same
as h1 except that h2(v) = h1(v) + 2.

1Most applications of height functions do not include Property 1 (parity), but this will be useful
for us.
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Suppose that the decreasing height transformation transforms h1 into h2. Let σ1 be
the colouring corresponding to h1 and let σ2 be the colouring corresponding to h2.
Then (σ1, σ2) ∈ S and σ2(v) = σ1(v)+1 (mod 3). Similarly, if the increasing height
transformation transforms h1 into h2 and σ1 is the colouring corresponding to h1

and σ2 is the colouring corresponding to h2 then (σ1, σ2) ∈ S and σ2(v) = σ1(v)− 1
(mod 3). (Note the seeming disparity, a decreasing height transformation corre-
sponds to increasing the colour of the vertex by one (mod 3), and an increasing
height transformation corresponds to decreasing the colour of the vertex by one
(mod 3). This follows because each height transformation alters the height of a
point by two.)

The following observation follows from the first condition in our definition of
height function.

Observation 4.2. For any two height functions, h1 and h2, d(h1, h2) ≡ 0 (mod 2).

Observation 4.2 implies that the value k in the next lemma is an integer, so the
lemma makes sense.

Lemma 4.3. Suppose that h and h∗ are height functions. Let k = d(h, h∗)/2.
Then there is sequence of height functions h = h0, . . . , hk = h∗ such that for all
i ∈ {0, . . . , k − 1}, hi+1 can be obtained from hi by a height transformation.

Proof. The lemma is proved by induction on d(h, h∗). It is vacuously true for the
base case when d(h, h∗) = 0. In this case h and h∗ are identical.

Suppose now that d(h, h∗) > 0. We will show that there is a height transforma-
tion transforming h into some h′ such that d(h′, h∗) = d(h, h∗) − 2. The lemma
then follows by induction.

Suppose, without loss of generality, there is some vertex v such that h(v) > h∗(v)
and let us choose such a v such that h(v) is as large as possible. We will show that v
is a local maximum of h.

Let w be an arbitrary neighbour of v. If h(w) > h∗(w) then h(v) > h(w) by the
maximality of v (and h(v) 6= h(w)). Otherwise, h(w) ≤ h∗(w). So

h(v) ≥ h∗(v) + 1 ≥ h∗(w) ≥ h(w),

so h(v) > h(w) and v is a local maximum of h.

Since h(v) > h∗(v) and all height functions satisfy the parity constraint, h(v) ≥
h∗(v) + 2. Pushing h down at v is the required height transformation of h into h′

such that d(h′, h∗) = d(h, h∗) − 2.

Lemma 4.4. The transitive closure of S is Ω2.

Proof. Let σ and σ∗ be colourings in Ω. Select height functions h ∈ H(σ) and h∗ ∈
H(σ∗). By Lemma 4.3, there is a sequence of height functions h = h0, . . . , hk = h∗

such that for all i ∈ {0, . . . , k− 1}, hi+1 can be obtained from hi by a height trans-
formation. Thus, if we look at the sequence ω0, . . . , ωk of colourings corresponding
to these height functions, we have, for all i ∈ {0, . . . , k − 1}, (ωi, ωi+1) ∈ S. Also,
ω0 = σ and ωk = σ∗.
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Lemma 4.5. For any pair of colourings (σ1, σ2) ∈ Ω2,

Φ(σ1, σ2) =
1

2
min

h1∈H(σ1),
h2∈H(σ2)

d(h1, h2).

Proof. First, we show

Φ(σ1, σ2) ≥
1

2
min

h1∈H(σ1),
h2∈H(σ2)

d(h1, h2).

Suppose

Φ(σ1, σ2) =

k−1∑

i=0

φ(ωi, ωi+1),

where σ1 = ω0, σ2 = ωk, and, for all i ∈ [0, k − 1], (ωi, ωi+1) ∈ S. Let h′
0 be

any height function in H(ω0). For i ∈ [0, k − 1], look at the single-site recolouring
needed to transform ωi into ωi+1. Let h′

i+1 be the height function derived from h′
i by

performing the corresponding height transformation. It follows from the definition
of a height function that h′

i+1 ∈ H(ωi+1). Now

min
h1∈H(σ1),
h2∈H(σ2)

d(h1, h2) ≤ d(h′
0, h

′
k)

=
∑

v∈V (G)

|h′
0(v) − h′

k(v)|

≤

k−1∑

i=0

d(h′
i, h

′
i+1)

= k · 2 = Φ(σ1, σ2) · 2.

Next, we show

Φ(σ1, σ2) ≤
1

2
min

h1∈H(σ1),
h2∈H(σ2)

d(h1, h2).

Choose any h ∈ H(σ1) and h∗ ∈ H(σ2). Let k = d(h, h∗)/2. Observation 4.2
guarantees that k is an integer. Lemma 4.3 shows that there is a sequence h =
h0, . . . , hk = h∗ such that for all i ∈ {0, . . . , k − 1}, hi+1 can be obtained from hi

by a height transformation. Thus, if we look at the sequence ω0, . . . , ωk of colour-
ings corresponding to these height functions, we have, for all i ∈ {0, . . . , k − 1},
(ωi, ωi+1) ∈ S. Since ω0 = σ1 and ωk = σ2, we have Φ(σ1, σ2) ≤ k. Thus,
Φ(σ1, σ2) ≤ d(h, h∗)/2.

Lemma 4.6. For every pair (σ1, σ2) ∈ Ω2, Φ(σ1, σ2) ≤ 2mn2.
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Proof. By Lemma 4.5,

Φ(σ1, σ2) =
1

2
min

h1∈H(σ1),
h2∈H(σ2)

d(h1, h2).

Choose h1 ∈ H(σ1) such that |h1(v1,1)| ≤ 2. This is possible because h1(v1,1) ≡ 0
(mod 2) from the first property of height functions. Similarly, choose h2 ∈ H(σ2)
such that |h2(v1,1)| ≤ 2. Since heights of adjacent vertices differ by at most 1, every
vertex v has h1(v) and h2(v) in the range {−(n + m), n + m} so |h1(v) − h2(v)| ≤
2(n+m). The result follows, since there are nm vertices and nm(n+m) ≤ 2mn2.

Lemmas 4.4 and 4.6 show that the distance metric Φ is suitable for using path
coupling to show rapid mixing of the chain MGl with state space Ω. Unfortunately,
we do not know of a direct coupling or path coupling that works for the chain MGl.
No known coupling satisfies the “contraction” condition in Theorem 4.1. In partic-
ular, for known couplings, there are pairs of colourings (σ1, σ2) ∈ S for which

E [Φ(Xt+1, Yt+1) | (Xt, Yt) = (σ1, σ2)] > Φ(σ1, σ2),

so Theorem 4.1 does not apply. In the next section, we circumvent this difficulty
by defining a new Markov chain M̃ with state space Ω. We still use the distance
metric Φ we have just established to prove the rapid mixing of M̃. Using the
comparison method of Diaconis and Saloff-Coste (see Subsection 7.A), we can then
infer a bound on the mixing rate of MGl.

5. A MARKOV CHAIN WITH ADDITIONAL MOVES

We add some additional transitions to the chain MGl to get a new chain M̃. This
type of additional move, called a “tower move”, is adapted from the work of Luby,
Randall, and Sinclair [10] on the fixed-boundary case. Tower moves were also used
in Madras and Randall [11].

Definition. Let σ be a 3-colouring in Ω. A right-going tower in σ is a sequence
of vertices vi,j , . . . , vi,j+h satisfying

• h ≥ 1, and

• for every vertex vi,j+ℓ with ℓ ∈ [0, h − 1] (i.e. every vertex other than the
last in the sequence) the colour σ(vi,j+ℓ+1) is unique amongst the colours of
the neighbours of vi,j+ℓ (i.e. vi,j+ℓ has no neighbours with colour σ(vi,j+ℓ+1)
other than vi,j+ℓ+1 itself), and

• all of the neighbours of vi,j+h have the same colour.

The start vertex of this tower is vi,j and the start colour of the tower is σ(vi,j+1).
The end vertex of this tower is vi,j+h. The length of the tower is h + 1. The tower
move corresponding to this tower generates a new colouring σ′ which is the same
as σ except that the vertices in the tower are recoloured. In particular, every vertex
vi,j+ℓ with ℓ ∈ [0, h−1] receives the colour σ′(vi,j+ℓ) = σ(vi,j+ℓ+1). Also, σ′(vi,j+h)
is defined to be whichever colour is not in {σ(vi,j+h), σ(vi,j+h−1)}. Towers going
in other directions (left, up, and down) are defined analogously.
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Note that there is at most one tower corresponding to a given (start) vertex and
colour.

0 0

0 0

0

0 0

0 0 0

0 0

1 1

1 1

1 1

1 1

1 1

1 1

2 2

2 2

2 2 2

2 2

2

2 2

2 1 0

0 0

0

0

0 0

0 0 0

0 0

1 1

1

1 1

1 1

1 1

1 1

2 2

2

2 2 2

2 2

2

2 2

Fig. 3. A (right-going) tower move of length 3.

See Figure 3 for an example of a right-going tower. The tower shown in the
left picture has start vertex v5,2, start colour 2, end vertex v5,4, and length 3. The
tower move transforms the left picture into the right one. Figure 4 shows the action
of a tower move in one of the height functions that corresponds to the colouring
in Figure 3. Recalling our remark from Subsection 4.B, note that the colours
(in Figure 3) of the three vertices decrease by one (mod 3), while the heights (in
Figure 4) of the vertices in the height function increase by two.

Remark. Note that a tower move can be simulated by a sequence of single-site
recolouring steps. In particular, the vertices of a right-going tower vi,j , . . . , vi,j+h

can be recoloured in the order vi,j+h, . . . , vi,j . All of the colourings obtained along
the way are proper. (This follows from the definition above.) The same thing
holds for towers in other directions. Tower moves can also be “undone” by another
tower move. In particular, suppose σ′ is formed from σ by applying a right-going
tower move vi,j , . . . , vi,j+h. Then σ′ has a left-going tower move vi,j+h, . . . , vi,j ,
and applying this tower move with start vertex vi,j+h and start colour σ′(vi,j+h−1)
transforms σ′ back to σ.

Finally, note that the vertices in a tower form a “monotonic” sequence modulo
3, i.e. the sequence of colours in the tower is a subsequence of consecutive elements
from . . . , 0, 1, 2, 0, . . . or . . . , 2, 1, 0, 2, . . ..

2 3 4 3 2 1

3 4 3 4 3 2

4 3 2 3 2 1

5 4 3 2 1 2

4 3 2 1 2 3

5 4 3 2 3 4

5 4 3

2 3 4 3 2 1

3 4 3 4 3 2

4 3 2 3 2 1

5 4 3 2 1 2

4 2 3

5 4 3 2 3 4

Fig. 4. The action of the tower move from Figure 3 in one of the corresponding height
functions.

For the description of the new Markov chain, we need the following definition:
We say that a tower is a boundary tower if one of the following holds.

• All of the vertices va,b in the tower have a = 1 (all vertices are in row 1), or
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• all of the vertices va,b in the tower have a = m (all vertices are in the last
row), or

• all of the vertices va,b in the tower have b = 1 (all vertices are in column 1),
or

• all of the vertices va,b in the tower have b = n (all vertices are in the last
column).

We also use the following notation: If v is a “corner” vertex of G (i.e. v ∈
{v1,1, v1,n, vm,1, vm,n}), then pv = 3/4. Otherwise, pv = 1.

With these definitions given above, we are now ready to describe the new Markov
chain M̃ on Ω. Note that the chain has a self-loop at each step with probability
at least 3/4. This is for technical reasons — we want to be able to apply the
comparison method of Theorem 7.1 to the chain, and the self-loops guarantee that
all eigenvalues of the transition matrix of this new chain are at least 1/2.

One step of the Markov chain M̃:

1. With probability 3/4, set σ′ = σ.

2. With the remaining probability

a. Pick x ∈u V (G) and c ∈u {0, 1, 2}.

b. If x has no neighbours coloured c

(i) With probability px, obtain σ′ from σ by colouring x using c.

(ii) With the remaining probability, set σ′ = σ.

c. If there is a length-t tower with start vertex x and start colour c

(i) If it is a boundary tower

A. With probability 1/(4t) derive σ′ from σ by performing the tower
move.

B. With the remaining probability set σ′ = σ.

(ii) Otherwise

A. With probability 1/(2t) derive σ′ from σ by performing the tower
move.

B. With the remaining probability set σ′ = σ.

d. Otherwise, set σ′ = σ.

Since this chain includes all moves of the Glauber chain MGl, we see that it is

ergodic on Ω. From the remarks following the definition of towers, we see that M̃
is a reversible Markov chain. The transition matrix is symmetric, so from detailed
balance we see that the stationary distribution is uniform on Ω.

6. ANALYSIS OF THE MODIFIED CHAIN

In this section, we use path coupling to bound the mixing time of the Markov chain
M̃.
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A. Defining the coupling and proving that Φ does not increase in expec-
tation over coupled pairs

We now define a coupling over all pairs (σ1, σ2) ∈ S. The coupling that we use
is the simplest one, namely we pick an ordered pair (x, c), where x ∈ V (G) and

c ∈ {0, 1, 2} (as in Step 2(a) of M̃), and attempt to perform a recolouring of x

using c in both σ1 and σ2, according to the transition probabilities of M̃. We use
the optimal coupling, conditioned on the choice (x, c). The details of the coupling
will be given in the lemmas below which consider various possibilities for x. The
coupling is set up in such a way that whenever (x, c) corresponds to a transition
that is possible in both σ1 and σ2 with the same probability then the move is
performed jointly in σ1 and σ2 or not at all. Any move of this type will not change
the value of Φ. Therefore, in the following series of lemmas, we only consider the
moves which are different in σ1 and σ2.

Suppose that σ1 and σ2 differ solely at vertex v, so that (σ1, σ2) ∈ S. Without
loss of generality in the analysis that follows, we may assume that σ1(v) has colour 0
and σ2(v) has colour 1. This means that all of the neighbours of v must be coloured
with colour 2 in both σ1 and σ2. Let W be the set of neighbours of v in G. If v
has a neighbour above it in the grid, we refer to this neighbour as wu; a neighbour
below v in the grid will be referred to as wd; the left and right neighbours, if present,
will be referred to as wℓ and wr, respectively, so W ⊆ {wu, wd, wℓ, wr}.

We let σ′
1 (respectively σ′

2) denote the colouring obtained from σ1 (respectively
σ2) after one step of the coupling. Through a series of lemmas we will prove that
E [Φ(σ′

1, σ
′
2)] ≤ Φ(σ1, σ2) or, equivalently, E [∆Φ(σ1, σ2)] ≤ 0 where ∆Φ(σ1, σ2) =

Φ(σ′
1, σ

′
2)−Φ(σ1, σ2). This satisfies one of the requirements for using Theorem 4.1.

For a vertex x of G, we let Pr(x) denote the probability that x is chosen in

Step 2(a) of M̃ and we let E [∆Φ(σ1, σ2)|x] denote the expected change in the
distance given that x was selected. We begin with an important observation about
the role of towers in our analysis of the coupling:

Lemma 6.1. Suppose that (σ1, σ2) ∈ S and that σ1 and σ2 differ at vertex v. Let
W be the set of neighbours of v. Then for all x 6∈ {v} ∪ W ,

Pr(x)E [∆Φ(σ1, σ2)|x] ≤ 0.

Proof. It is clear that if x is not in the row or column of some vertex in {v} ∪ W
then a choice (x, c) will either correspond to a transition that is allowable in both
σ1 and σ2 (with the same probability) or to a transition that is not allowable in
either. Thus these choices have a zero net effect on the distance.

Now consider a right-going tower coming in towards wd. This tower would have
to end before wd because of the fact that wℓ has the same colour as wd. (Recall
the definition of a tower.) Thus, this tower has the same start and end vertices in
both σ1 and σ2, hence the corresponding tower move will contribute nothing to the
change in distance. By similar arguments, we see that other towers have no effect
on Φ (because they have the same start and end vertices and are therefore allowed
with identical probabilities in both copies), except possibly those towers that start
in the row or column containing v.
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Now consider a right-going tower in the colouring σ1 which starts to the left
of wℓ in the row of v. If it ends to the left of wℓ then it will have the same effect
in both copies. It cannot end to the right of v because all neighbours of v have
the same colour (again, see the definition of a tower). Thus, it ends either at wℓ or
at v.

Case 1: Suppose it ends at wℓ and has length t > 1. Now consider the same
start vertex and start colour in copy σ2. The same tower comes along to the right.
It does not stop at wℓ because σ2(v) is different from σ1(v). Instead, it stops at
vertex v and has length t + 1. Now consider what happens in the coupling. With
probability 1/(k(t + 1)) the tower move is made in both copies (k is either 2 or 4
depending upon whether it is a boundary tower). In this case, the two copies couple
(i.e. σ′

1 = σ′
2), so the change to Φ is −1. With probability 1/(kt)− 1/(k(t + 1)) the

tower move is made only in copy σ1 and Φ increases by at most t. Noting that

(−1) ·
1

k(t + 1)
+ t ·

(
1

kt
−

1

k(t + 1)

)
= 0

we see in this case E [∆Φ(σ1, σ2)] ≤ 0.
Case 2: Suppose the tower ends at v. Then in copy σ2 the corresponding tower

ends at wℓ, so the analysis is the same as Case 1.
Towers going left, up, and down in the rows of columns containing v also have a

neutral effect on Φ by similar arguments.
The previous lemma shows us we now only have to examine what happens if

we select either v or a neighbour of v in the coupling. We start with the easiest
observation:

Lemma 6.2. Suppose that (σ1, σ2) ∈ S and that σ1 and σ2 differ at vertex v.
Then

Pr(v)E [∆Φ(σ1, σ2)|v] =
−pv

6mn
.

Proof. The choice (v, 0) couples the pair with probability pv and this reduces Φ
by 1. The same thing happens for (v, 1). Each of these choices of (v, c) occurs with
probability 1

12mn
, so Pr(v)E [∆Φ(σ1, σ2)|v] = −2pv

12mn
= −pv

6mn
.

Lemma 6.3. Suppose that (σ1, σ2) ∈ S and that σ1 and σ2 differ at vertex v.
Suppose that w is a neighbour of v and that w and v are not both on the boundary.
Then

Pr(w)E [∆Φ(σ1, σ2)|w] ≤
1

24mn
.

Proof. The conditions in the hypothesis of the lemma imply that neither v nor w is
a corner node, so both have degree at least 3. Recall that without loss of generality
we take σ1(v) = 0, σ2(v) = 1 and σ1(w) = σ2(w) = 2. Also, by symmetry, we may
assume that at most half of the neighbours of w (not counting v) are coloured 1.
Therefore, at most one neighbour of w, other than v, is coloured 1 in σ1 and σ2.
There are two cases to consider.

Case 1: All neighbours of w (other than v) are coloured 0.
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In this case the only possible change to Φ is when the pair (w, 1) is chosen. The
probability that w gets recoloured 1 in copy σ1 is pw = 1. In copy σ2 we have a tower
with start vertex w and end vertex v and start colour 1. By the hypothesis on v
and w, it cannot be a boundary tower. Since the length of this tower is 2, the tower
move is accepted with probability 1/(2·2) (in which case we have σ′

1 = σ′
2). Thus, Φ

decreases by 1 with probability 1/4, and increases by 1 with probability 3/4. In this
case the expected change to Φ is 1/(12mn) · [(−1) · 1/4 + (+1) · 3/4] = 1/(24mn).

Case 2: Exactly one neighbour of w (other than v) is coloured 1.
Case 2A: Suppose w is an internal node of G, i.e. w has degree 4.
In this case, there will be no change to copy σ2, since w has two neighbours

coloured 1 in this colouring of G (and two neighbours coloured 0). The only possible
change in σ1 is if the pair (w, 1) is chosen. There is some tower of length t > 1
having w as its start node (pointing towards the neighbour of w that is coloured 1).
This tower move is accepted in σ1 with probability 1/(2 · t) as it is not a boundary
tower. If performed, the increase in Φ is at most t. Therefore, since σ′

2 = σ2 in this
case, we see that

Pr(w)E [∆Φ(σ1, σ2)|w] ≤
1

12mn
· (+t) ·

1

2t
=

1

24mn
.

Case 2B: Suppose w is on the boundary. (Since w is on the boundary, but is not
a corner vertex, it has degree 3.)

In this case the choice (w, 1) causes a boundary tower of length t ≥ 2 in σ1.
Performing this tower move contributes an expected increase of 1/(4 · t)× t = 1/4.
Similarly, the choice (w, 0) causes a boundary tower in σ2 which also contributes
1/4. (Note that the (w, 1) tower in σ1 and the (w, 0) tower in σ2 both have w as
the start vertex, and point in opposite directions to one another.) Thus, overall,
we see that if w is on the boundary (and not a corner vertex) we have

Pr(w)E [∆Φ(σ1, σ2)|w] ≤
1

12mn
·

(
1

4
+

1

4

)
=

1

24mn
.

We have therefore shown the lemma holds in all cases when v and w are not both
on the boundary of G.

The final two lemmas deal with the case when v and w both lie on the boundary
of G.

Lemma 6.4. Suppose that (σ1, σ2) ∈ S and that σ1 and σ2 differ at boundary
vertex v. Suppose that w, a neighbour of v, is on the boundary but is not a corner
vertex.

Pr(w)E [∆Φ(σ1, σ2)|w] ≤
1

16mn
.

Proof. If both neighbours of w, other than v, are coloured 0 then the only choice
that has an effect on Φ is (w, 1). This is exactly the same as in Case 1 of the proof
of Lemma 6.3 except that the tower is a boundary tower. Therefore, the tower of
length 2 in σ2 gets recoloured with probability 1/(4 · 2). The probability that w
gets recoloured in σ1 is pw = 1. Hence, with probability 1/8 we recolour both w
in σ1 and the tower in σ2, so that σ′

1 = σ′
2, decreasing Φ by 1. With probability
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1 − 1/8 we recolour w in σ1 only, increasing Φ by 1. Thus

Pr(w)E [∆Φ(σ1, σ2)|w] ≤
1

12mn
·

[
(−1) ·

1

8
+ (+1) ·

(
1 −

1

8

)]
=

1

16mn
.

If, on the other hand, one neighbour of w is coloured 1 and the other is coloured 0
then there are two towers, similar to Case 2B of the proof of Lemma 6.3. As in
that case, colour 1 corresponds to a tower in σ1 and no change in σ2. Similarly,
colour 0 corresponds to a tower in σ2 and no change in σ1. The difference here is
that one of these towers is a boundary tower, and the other is not. The boundary
tower (of length t > 1) contributes (at most) (+t) · 1/(4 · t) = 1/4 to the change in
Φ. On the other hand, the non-boundary tower (of some length t∗ > 1) contributes
(+t∗) · 1/(2 · t∗) = 1/2. So for this neighbour w, the net expectation is

Pr(w)E [∆Φ(σ1, σ2)|w] ≤
1

12mn
·

(
1

4
+

1

2

)
=

1

16mn
.

The final case to examine, where v is adjacent to a corner and w is a corner
vertex, is handled by the following lemma.

Lemma 6.5. Suppose that (σ1, σ2) ∈ S and that σ1 and σ2 differ at vertex v.
Suppose that w, a neighbour of v, is a corner vertex. Then

Pr(w)E [∆Φ(σ1, σ2)|w] ≤
1

16mn
.

Proof. Without loss of generality, we can assume that the neighbour of w other
than v is coloured 0.

The choice (w, 0) has no effect in σ1. In σ2 it could cause a boundary tower
(of some length t > 1) with probability 1/(4 · t), increasing Φ by t. Hence this
contributes (+t) · 1/(4 · t) = 1/4 to the conditional expected change in Φ.

Consider the choice of ordered pair (w, 1). What happens in σ1? With probabil-
ity pw = 3/4, w gets recoloured 1. With probability 1/4, it stays the same. What
happens in σ2? There is a length-2 boundary tower ending at v. If it is accepted
(with probability 1/8) then v is recoloured 0 and w is recoloured 1. Otherwise
nothing happens.

Consider the coupling. With probability 1/8, we perform the tower move in σ2

and recolour w in σ1. This combination means that σ′
1 = σ′

2 and, hence, decreases
Φ by 1. With probability 3/4 − 1/8, we recolour w in σ1 only. This increases Φ
by +1. Thus, the choice of (w, 1) contributes (−1) · 1/8 + (+1) · (3/4− 1/8) = 1/2
to the change in Φ.

Overall, this means if w is a corner vertex, then

Pr(w)E [∆Φ(σ1, σ2)|w] ≤
1

12mn
·

(
1

4
+

1

2

)
=

1

16mn
.

We can combine all the previous lemmas, to get the following result.
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Theorem 6.6. Suppose (σ1, σ2) ∈ S. After one step of the coupling, we have
E [∆Φ(σ1, σ2)] ≤ 0.
Proof. Lemma 6.1 shows us that the contribution of choosing a vertex outside
of {v} ∪ W will not increase Φ in expectation. Lemmas 6.2 and 6.3 deal with the
contribution from all cases in which v is an internal node (a degree-4 node). In
this case we have pv = 1, so v contributes −1/(6mn) to the change in Φ. Each
neighbour of v contributes at most 1/(24mn) so the net contribution from v and
its four neighbours is zero.

If v lies on the boundary of G, but is not a corner vertex, nor a neighbour of a
corner vertex, Lemma 6.2 shows that v still contributes −1/(6mn) to the expected
change in Φ. Lemma 6.3 tells us that the internal neighbour of v contributes at
most 1/(24mn), while Lemma 6.4 tells us that the two neighbours of v that also
lie on the boundary contribute at most 1/(16mn) to the expected change in Φ.
Overall, we have

E [∆Φ(σ1, σ2)] ≤
−1

6mn
+

1

24mn
+ 2 ·

1

16mn
= 0.

If v is a corner vertex, Lemma 6.2 says that v contributes −1/(8mn), since
pv = 3/4 in this case. Each of the two neighbours still contributes 1/(16mn) from
Lemma 6.4 and 6.5, so the net contribution is still zero.

Finally, if v is a neighbour of a corner vertex it again contributes −1/(6mn)
(Lemma 6.2 where pv = 1), the internal neighbour of v contributes 1/(24mn)
(Lemma 6.3), and the other two neighbours contribute 1/(16mn) each (Lemmas 6.4
and 6.5). Putting all these observations together we have

E [∆Φ(σ1, σ2)] ≤
−1

6mn
+

1

24mn
+

1

16mn
+

1

16mn
= 0.

So we see that in all cases, the distance will not increase in expectation in one
step for a pair (σ1, σ2) ∈ S.

Using the method of path coupling (Theorem 4.1) in Subsection 4.A, we can now

give a bound on the mixing time of the Markov chain M̃. Recall from Lemma 4.6
that the maximum value D that Φ can take is at most 2mn2. In Subsection 6.B we
show that the value α in Theorem 4.1 can be taken to be 1/(48mn2). Theorem 4.1
then gives us the following.

Theorem 6.7. The Markov chain M̃ on Ω is rapidly mixing, and

τ fM
(ε) ≤ ⌈e(2mn2)

2
48mn2⌉⌈log ε−1⌉ ≤ 193em3n6⌈log ε−1⌉.

B. Bounding the variance of the coupling

In Subsection 6.A we defined a coupling on pairs in S. We have shown that the
distance Φ does not increase in expectation over pairs in S, and the proof of the
path-coupling theorem (Theorem 4.1) shows that Φ also does not increase in ex-
pectation over all pairs in Ω2. This is not quite enough to ensure fast coupling.
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In particular, we have not ruled out the possibility that we have rigged up some
strange coupling, which keeps Φ fixed. Thus, we must now show that the coupling
itself has some variance.

Formally, the path-coupling theorem (Theorem 4.1) requires us to find an α > 0
such that for all (σ1, σ2) ∈ Ω2, where σ1 6= σ2,

Pr(Φ(Xt+1, Yt+1) 6= Φ(σ1, σ2) | (Xt, Yt) = (σ1, σ2)) ≥ α. (6.1)

Note that it is not sufficient to establish Equation (6.1) just for pairs in S — we can-
not simply add variances along a path, so we are forced to establish Equation (6.1)
for every pair (σ1, σ2) ∈ Ω2. Doing so is made difficult by the fact that the coupling
of an arbitrary pair (σ1, σ2) is very complicated — in particular it depends upon a
particular geodesic path σ1 = ω0, . . . , ωk = σ2 such that

Φ(σ1, σ2) =
k−1∑

i=0

φ(ωi, ωi+1),

and our coupling of (σ1, σ2) is obtained by extending this coupling pairwise along
the path.

Our strategy for establishing Equation (6.1) consists of examining several cases.
In each case, we will start with a pair (σ1, σ2) ∈ Ω2 such that σ1 6= σ2. We will
choose h1 ∈ H(σ1) and h2 ∈ H(σ2) such that

Φ(σ1, σ2) =
1

2
d(h1, h2).

We will find a reasonably-likely move that transforms h1 into h′
1. We will show that,

however the coupling transforms h2 into h′
2, we will have d(h′

1, h
′
2) < d(h1, h2), so

Φ(σ′
1, σ

′
2) ≤

1

2
d(h′

1, h
′
2) <

1

2
d(h1, h2) = Φ(σ1, σ2),

where the first inequality follows from Lemma 4.5.
Alternatively, we might find a reasonably-likely move that transforms h2 into h′

2

such that, however the coupling transforms h1 into h′
1, we have d(h′

1, h
′
2) < d(h1, h2).

Without loss of generality, we can assume there is a vertex v such that h1(v) >
h2(v). Let H = maxu(h1(u) − h2(u)) and let

R = {u | h1(u) − h2(u) = H}.

By construction, R is non-empty.

Case 1: R = V
Since R = V , we can observe from the definition of R that h1(v) − h2(v) is inde-
pendent of v. In particular, h1(v) − h2(v) = H for all v. Furthermore, there is
some δ ∈ {+1,−1} such that every v ∈ V satisfies σ1(v) = σ2(v) + δ (mod 3). Let
z be any local maximum in h1 and let c be the colour that is not used at z or at
its neighbours in h1. z is also a local maximum in h2 (since h1 and h2 are parallel)
but c is used either at z or at all of its (two or more) neighbours in h2. (If c were
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not used then the colour of z would be the same in σ1 and σ2, so we would have
σ1 = σ2, which is not the case.) Now choose (z, c). This choice occurs with proba-
bility 1/(12mn). With probability pz ≥ 3/4, h′

1(z) = h1(z) − 2. But h′
2(z) = h2(z)

since c is used at z or at a neighbour of z in h2. Thus, d(h1, h2)− d(h′
1, h

′
2) = 2. In

this case, it suffices to take any α ≤ 1/(16mn).
Notation: For the remaining cases, we pick some z ∈ R such that z has at

least one neighbour in R. Suppose z has degree ∆ ∈ {2, 3, 4} in G, and let k ≥ 1
denote the number of neighbours of z in R. Note that all edges from z to R in h1

go down (that is, the height decreases along these edges). Also, all edges from z
to R in h2 go up. Finally, if there is an edge between z and another vertex in R,
then this edge goes in the same direction (up or down) in h1 as in h2.

Case 2: k = ∆
In this case, z is a local maximum in h1 and a local minimum in h2. Let c be the
colour that is not used at z or at its neighbours in h1. Choose (z, c). This choice
occurs with probability 1/(12mn). With probability pz ≥ 3/4, h′

1(z) = h1(z) − 2.
Since z is a local minimum in h2, h′

2(z) ≥ h2(z). Since z ∈ R we have h1(z) > h2(z).
Furthermore, h1(z) = h2(z) (mod 2). Now if h2(z) = h1(z) − 2 then the choice
(z, c) will not move the height of z in h2 (since the same choices moved h1(z) to
h1(z) − 2 = h2(z)) so h′

1(z) ≥ h′
2(z). On the other hand, if h2(z) ≤ h1(z) − 4

then certainly h′
1(z) ≥ h′

2(z). Thus, in all cases we have h′
1(z) ≥ h′

2(z). Therefore,
d(h1, h2) − d(h′

1, h
′
2) ≥ 2. In this case, it suffices to take any α ≤ 1/(16mn).

Case 3: k = ∆ − 1
Let r be the neighbour of z in R.

Suppose first that the edge between z and r goes down from z to r. Then z is a
local maximum in h1. Let c be the colour that is not used at z or at its neighbours
in h1. Choose (z, c). With probability pz ≥ 3/4, h′

1(z) = h1(z) − 2. Consider the
effect of this choice on h2. The k neighbours of z in R are all above z in h2, so the
only way that h′

2(z) < h2(z) could happen is that a tower move could be made, i.e.
if k = 1. If the tower move has length t, the probability that it is accepted is at most
1/(2t) ≤ 1/4. We do not know the details of how this is event is correlated with
whether or not z is recoloured in h1 — the details depend upon the coupling along
the chosen geodesic chain from σ1 to σ2 in the application of the path-coupling
theorem — but since the probability of recolouring in h1 is at least 3/4, for any
correlation, there is a probability at least 1/2 that z is recoloured in h1, but the
tower is rejected. Thus, we can take any α ≤ 1/(24nm).

Suppose instead that the edge between z and r goes up from z to r. Then z is
a local minimum in h2, and the argument is similar.

Case 4: k = ∆ − 2
Let r1, r2 be the neighbours of z in R. If the edges (z, r1) and (z, r2) go in the same
direction (either both go up or both go down), then the argument is the same as
in Case 3. Therefore, assume that one edge goes down from z to r1 and the other
goes up from z to r2.

Choose z, and choose the colour of r2 in h1. In h1, this choice corresponds
to a tower move starting at z, then going on to r2 (and possibly continuing from
there). Let t be the length of the tower. Recall that in any tower the sequence
of colours forms a “monotonic” sequence modulo 3, i.e., it is either a subsequence
of . . . , 0, 1, 2, 0, . . . or it is a subsequence of . . . , 2, 1, 0, 2, . . .. Hence, the heights
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increase in h1 along this tower. This means that the whole of the tower is above h2

(since h1(z) > h2(z)). If the tower move is accepted, every vertex v in the tower
will have h′

1(v) = h1(v) − 2. Thus, d(h1, h2) − d(h′
1, h2) = 2t.

Consider the effect of this choice on h2. It is not possible to have h′
2(z) < h2(z)

since z has at least two neighbours above it in h2. It may be possible that the choice
(z, c) induces some tower move in h2 (via a tower with some length t′ involving
r1). If the colour of z is changed in h2 (via this tower move involving r1), then
d(h1, h2) − d(h1, h

′
2) = 2t′.

Note that the only vertex which could be involved in both the h1 tower and the
possible tower in h2 is z. If both of these moves are possible, then z moves to the
same colour in both copies, so h′

1(z) ≥ h′
2(z). If there is no tower move possible

with the choice (z, c) in h2, then h′
2(z) = h2(z). In either case, we always have

h′
1(z) ≥ h′

2(z).
We conclude that, as long as the tower move in h1 is accepted, d(h1, h2) −

d(h′
1, h

′
2) ≥ 2t. The probability of accepting this move is at least 1/(4t) ≥ 1/(4n).

Thus, it suffices to take any α ≤ 1/(48mn2).

Case 5: k = ∆ − 3
In this case, ∆ = 4. Let r1, r2, and r3 be the neighbours of z in R.

If the edges (z, r1), (z, r2) and (z, r3) go in the same direction, then the argument
is the same as in Case 3.

Suppose that the edges (z, r1) and (z, r2) go down from z and that the edge
(z, r3) goes up from z. As in Case 4 there is a tower move in h1 involving z and r3.
Accepting the tower move moves the tower in h1 down towards h2, so if the tower
has length t, we get d(h1, h2) − d(h′

1, h2) = 2t. The colour of z cannot be changed
in h2 (because it has two neighbours above and two below), so it suffices to take
any α ≤ 1/(48mn2).

A similar argument applies to the case in which edges (z, r1) and (z, r2) go up
from z and that the edge (z, r3) goes down from z. Here, h2 contains a tower
involving z and r3. Raising this tower reduces the height-function distance. But
the colour of z cannot change in h1.

Cases 1–5 together show us that we may take α = 1/(48mn2) in Theorem 4.1,
giving the bound stated in Theorem 6.7 for the mixing time of the Markov chain
M̃.

7. BACK TO GLAUBER DYNAMICS

In the last section, we showed that the “augmented” chain M̃ is rapidly mixing.
Our original goal was to prove a result about the chain MGl that only uses single

vertex recolouring steps, not the larger tower moves that M̃ allows. The comparison
method of Diaconis and Saloff-Coste [5] allows us to do this. We start by giving
the background to the method.

A. The Comparison Method

The comparison method of Diaconis and Saloff-Coste [5] is useful for relating the
mixing times of two similar Markov chains. Typically, this method is used in
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cases where we want to bound the mixing time of a Markov chain M, but it is
easier to analyse a new Markov chain M̃, which is obtained from M by adding
some additional transitions, or by modifying some transition probabilities. The
comparison method allows us to bound the mixing time of M using a bound for
the mixing time of M̃.

The following is Proposition 4 of Randall and Tetali [15]. In the proposition, we
use the notation E(P ) to refer to the edge-set of the Markov kernel of the chain
with transition matrix P . That is, E(P ) = {(x, y) ∈ Ω2 | x 6= y and P (x, y) > 0}.
We use the notation |γ| to denote the length of a sequence γ of states.

Theorem 7.1. [15, Proposition 4] Suppose that P and P̃ are the transition ma-

trices of two reversible Markov chains, M and M̃, both with state space Ω and
stationary distribution π. For each pair (x, y) ∈ E(P̃ ), define a path γxy which is
a sequence of states x = x0, x1, . . . , xk = y with (xi, xi+1) ∈ E(P ) for all i. For

(z, w) ∈ E(P ), let Γ(z, w) = {(x, y) ∈ E(P̃ ) : (z, w) ∈ γxy}. Let

A = max
(z,w)∈E(P )





1

π(z)P (z, w)

∑

(x,y)∈Γ(z,w)

|γxy|π(x)P̃ (x, y)



 .

Suppose that the second-largest eigenvalue, λ1, of P̃ satisfies λ1 ≥ 1/2. Then for
any 0 < ε < 1

τM(ε) ≤
4 log(1/(επ∗))

log(1/(2ε))
Aτ fM(ε)

where π∗ = minx∈Ω π(x).
The key point in using the comparison method is to choose paths between pairs

(x, y) ∈ E(P̃ ) so that the parameter A is “small”, i.e. A is bounded by a polynomial
function of n, where as before, n is a measure of the size of each configuration in
the state space Ω. Doing this implies that if M̃ is rapidly mixing, then so is M.

B. Comparing the two chains

In this section, we will prove our main theorem, which is re-stated here for conve-
nience.

Theorem 3.1. The Markov chain MGl is rapidly mixing. In particular, the
mixing time τMGl

(ε) of MGl satisfies

τMGl
(ε) ∈ O

(
m4n9 log(ε−1)

)
.

Proof. The self-loops in the definition of M̃ guarantee that its second-largest
eigenvalue, λ1, is at least 1/2, thus Theorem 7.1 applies.

We first note that |Ω| (and hence 1/π∗) is bounded above by 3mn as this is the
number of all (proper and improper) 3-colourings of the m× n region G. Thus, by
Theorem 7.1 and Theorem 6.7,
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τMGl
(ε) ≤

4 (log(1/ε) + mn log 3)

log(1/(2ε))
× A ×

(
193em3n6⌈log ε−1⌉

)
,

where A is the quantity defined in Theorem 7.1.
In particular, for each pair (σ1, σ2) ∈ E(P̃ ), we must define a path γσ1σ2

which
is a sequence of states σ1 = ω0, . . . , ωk = σ2 such that, for all i ∈ [0, k − 1],

(ωi, ωi+1) ∈ S. Then we let Γ(z, w) = {(σ1, σ2) ∈ E(P̃ ) : (z, w) ∈ γσ1σ2
}. Finally,

A is defined to be the maximum over all (z, w) ∈ S of the quantity

Az,w =
1

π(z)P (z, w)

∑

(x,y)∈Γ(z,w)

|γxy|π(x)P̃ (x, y) =
1

P (z, w)

∑

(x,y)∈Γ(z,w)

|γxy|P̃ (x, y).

We will show that Az,w < (n + 1)2/8, which proves the theorem. Recall from the
remark following the definition of a tower in Section 5 that a tower move of length t
may be simulated by a sequence of t single-site recolourings. (We recolour the
vertices in order from the end vertex to the start vertex of the tower.) We will use

this sequence to define the path γσ1σ2
for (σ1, σ2) ∈ E(P̃ ). For t ≥ 2, let

Γt(z, w) = {(σ1, σ2) : σ1 and σ2 differ by a length-t tower move and (z, w) ∈ γσ1σ2
}.

Also, let

Γ1(z, w) = {(σ1, σ2) : σ1 and σ2 differ at a single vertex and (z, w) ∈ γσ1σ2
},

so Γ1(z, w) = {(z, w)}.
Then

Az,w =
n∑

t=1

1

P (z, w)

∑

(x,y)∈Γt(z,w)

|γxy|P̃ (x, y) =
n∑

t=1

1

P (z, w)

∑

(x,y)∈Γt(z,w)

tP̃ (x, y).

First we obtain a bound on the ratio P̃ (x, y)/P (z, w). We know that P (z, w) =
1/(3mn) since P is the transition matrix of the Glauber-dynamics chain.

When t ≥ 2, for (x, y) ∈ Γt(z, w) we have P̃ (x, y) ≤ 1/(4 · 3mn · 2t) and hence

P̃ (x, y)/P (z, w) ≤ 1/(8t). In the special case when t = 1, we have (x, y) = (z, w)

and P̃ (z, w) = pz/(4 · 3mn). Hence P̃ (x, y)/P (z, w) ≤ 1/4 in this case.
Substituting, we have

Az,w ≤
1

4
+

n∑

t=2

∑

(x,y)∈Γt(z,w)

1

8
=

1

4
+

1

8

∣∣∣∣∣

n⋃

t=2

Γt(z, w)

∣∣∣∣∣ .

We must determine a bound for |
⋃n

t=2 Γt(z, w)|, the number of pairs (x, y) that
differ by a tower move of length at least 2 that use the transition (z, w) to “unwind”
this tower.

Suppose that z and w differ at vertex (i, j). We can get a crude upper bound on
the number of towers that pass through vertex (i, j) as follows. Consider first any
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such right-going towers: the start and end vertices are (i, a) and (i, b) respectively,
where 1 ≤ a ≤ j and j ≤ b ≤ n, and a 6= b. The number of such pairs (a, b) is
j(n − j + 1) − 1. Accounting for towers in all four directions, we have

∣∣∣∣∣

n⋃

t=2

Γt(z, w)

∣∣∣∣∣ ≤ 2j(n − j + 1) + 2i(m− i + 1) − 4 ≤ (n + 1)2 − 4,

with the maximum occurring at m = n, i = j = ⌈n + 1⌉/2. Hence A < (n + 1)2/8,
giving the conclusion of the theorem.

(Note: A more detailed analysis shows that the transition (z, w) gives some
extra information about the direction of the towers. As a result the bound A ≤
n2/32 + O(n) is obtainable.)

8. CONCLUSIONS AND OPEN PROBLEMS

We have shown that Glauber dynamics mixes rapidly on the set of 3-colourings of
an m×n rectangle. However, our bound on the mixing time is likely to be far from
optimal. Tightening up the comparison method would give a slight improvement.
In particular, the comparison added an additional factor of mn to the mixing time
because of the term involving 1/π∗ in Theorem 7.1. Randall and Tetali [15] discuss
some situations in which this extra factor might be avoided by considering log-
Sobolev constants of the Markov chains. There are similar results to Theorem 7.1
which involve the logarithmic Sobolev constants of two related Markov chains. The
difficulty in using these results lies in finding a known chain for which the log-
Sobolev constant (or a bound on it) is also known. The interested reader should
consult [15] for more details on this method, and [6] and the references therein, for
definitions and more general results about logarithmic Sobolev related results.

It is still unknown whether the Glauber-dynamics chain is rapidly mixing when
the state space is the set of all 4-colourings (or 5-colourings or 6-colourings) of the
m× n rectangle. It is also unknown whether our result extends to other regions of
Z

2.
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Randall [14] has recently given an argument which, in some sense, explains our

choice of transition probabilities in the Markov chain M̃. This argument relies on
expanding the region slightly, and colouring the new parts of this expanded region
in one of 16 prescribed possible ways. By considering the Markov chain from [10]

on regions with fixed boundaries, the transition probabilities of M̃ can be seen to
be an “average” of transition probabilities over all of the 16 possible ways to extend
colourings of G to the larger region.
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